[image: A blue background with white text

Description automatically generated]

[image: A close-up of a logo

AI-generated content may be incorrect.]

Bradford Council Skills for Work A.I. policy 
Aim:
This policy enables the Skills for Work team to harness AI’s potential—enhancing material creation, learner support, and operations—while upholding data security, transparency, ethics, and internal governance aligned with Bradford Council’s broader digital vision. [bradford.gov.uk], [bradford.gov.uk]

1. Purpose & Scope
Purpose:
To ensure AI technologies are used ethically, effectively, securely, and transparently within the Skills for Work service, in alignment with Bradford Council’s Digital Strategy and Skills aims. [bradford.gov.uk], [bradford.gov.uk]
Scope:
Applies to all staff, trainees, contractors, and partners using AI tools (e.g. chatbots, generative AI, data-analytics) in training design, delivery, learner support, administration, and employer engagement. 

🔹 2. Definitions
· AI Tools: Systems with machine learning, NLP, or large language models (e.g. ChatGPT, Bard, AI chatbots). [industry.gov.au]; , [bradford.gov.uk]
· Personal Data: Any information relating to a living person.

🔹 3. Policy Principles
1. Ethical and Transparent Use
· Align with council values, maintain public trust, mitigate bias. , [bradford.gov.uk], [industry.gov.au]
· Disclose when AI is used to support learners or employers.
2. Data Protection & Privacy
· Comply with GDPR and BMDC requirements; no personal data input into non-secure AI platforms. 
· BMDC Council-approved, secure AI solutions.
3. Security and Risk Management
· Evaluate tools for vendor policies and vulnerabilities prior to use. 
· Store outputs in Council systems; avoid storing confidential AI content elsewhere.
4. Governance & Accountability
· Use approved BMDC tools; unauthorized AI use is not permitted. 
· Managers ensure compliance; appoint an AI Champion to oversee governance.
5. Quality & Oversight
· Supervise all AI-generated content, checking accuracy and bias. 
6. Training & Awareness
· Mandatory training for staff on AI policy, risks, and Council-approved tools. Monitored at least yearly and update training and CPD 
7. Review & Continuous Improvement
· Review policy every 12 months or when AI regulations, legislation or BMDC requirements update. 
🔹 4. Permitted vs. Prohibited Use
	Use Case
	Permitted?
	Details

	Drafting non-confidential training materials
	✅
	With oversight and review

	Chatbots for FAQs (no personal data)
	✅
	Ensure disclaimers regarding AI

	Inputting personal/ sensitive data
	❌
	Except with explicit consent & secure tools

	Engaging public-facing AI without oversight
	❌
	Review mandatory

	Using Council-approved AI tools
	✅
	Per governance procedures

	Using unapproved commercial tools
	❌
	Prohibited



🔹 5. Responsibilities
· Staff and  Learners: Comply with this policy; complete training; escalate issues.
· Skills for Work AI Champion / Business Services/Support Manager: Maintain approved tools list; lead reviews, training, risk assessments.
· BMDC IT and Data Protection Teams: Perform security checks, procurement evaluation, audits.

🔹 6. Governance & Compliance
· All new AI tools evaluated through security, data protection, accessibility & ethical lens.
· Use local evaluation templates referencing main Council AI governance.
· Maintain audit logs of all AI use and tool approvals.
· Violations may result in disciplinary action.

🔹 7. Training & Communication
· Mandatory induction training on AI for all staff and trainees.
· Policy published on intranet; regular updates in team meetings.
· Feedback channels established for reporting AI tool ideas, risks, or improvement suggestions.

🔹 8. Review & Updates
· Scheduled bi-annual policy reviews or sooner due to technological, regulatory, or organizational changes. 
· Updates communicated via intranet, briefings, and training refreshers.


Link to BMDC , [bradford.gov.uk]
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